
Introduction to Quantum Mechanics

An half semester course on non-relativistic quantum mechanics which is primarily intended 

for undergraduate chemistry majors.
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You will find almost all the mathematics used in this course surprisingly familiar. The 

bulk of it is differentiation and integration of standard expressions (such as x2, sin x, 

exp(-x2), and so on), plus the usual algebraic manipulation and …

Mathematics
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Chapter 1. The basic concepts of quantum mechanics

1.  Black-Body Radiation

2.  The photoelectric effect

A corpuscular theory of light (photons)

 = h h = Planck’s constant

p = h/

3.  Bohr model

E = nh

Planck’s constant:

h = 6.626  10-34 Js
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Experiments

1801, Young 

1920s, Taylor

1974, Merli, Missiroli, Pozz

Particles Behaving as Waves: 

Single photon/electron double slit experiment

Electron Diffraction:

1925, Davisson and Germer

Waves Behaving as Particles

The photoelectric effect

1905, Einstein 

Compton Effect 

1923, Compton

Molecular Quantum Mechanics
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1.1 The wave-particle duality of microscopic particles

De Broglie

1929

De Broglie considered that the wave-particle relationship in light is also 

applicable to particles of matter, i.e. 

E=h

p=h/

h = Planck’s constant, 

p = particle momentum, 

 = de Broglie 
wavelength

The wavelength of a particle could be determined by    = h/p = h/mv
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The de Broglie Wavelengths of Several particles

Particles           Mass (g)         Speed (m/s)            (m)

Slow electron        9  10 - 28 1.0                    7  10 -4

Fast electron         9  10 - 28 5.9  106 1  10 -10

Alpha particle      6.6  10 - 24 1.5  107 7  10 -15

One-gram mass     1.0                           0.01                     7  10 - 29

Baseball                142                          25.0                      2  10 - 34

Earth                     6.0  1027 3.0  104 4  10 - 63
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The wave-particle duality

• Wave (i.e., light)

- can be wave-like (diffraction)

- can be particle-like  (p=h/)

• Particles

- can be wave-like ( =h/p)

- can be particle-like  (classical)

Wave–particle duality is the concept that every particle may be partly described in terms 

not only of particles, but also of waves. It expresses the inability of the classical concepts 

"particle" or "wave" to fully describe the behaviour of quantum-scale objects. Because 

particles sometimes behave like waves or exhibit wave properties, its hard to measure 

locations and velocities with precision. 
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•Classical: the error in the measurement depends on the precision of the apparatus, could be

arbitrarily small.

•Quantum: it is physically impossible to measure simultaneously the exact position and the

exact velocity of a particle.

The description of the behavior of electrons in atoms requires a completely new “quantum 

theory”.

The Uncertainty Principle 

4

h
x p


  
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Example

The speed of an electron is measured to be 1000 m/s to an accuracy of 0.001%. Find the

uncertainty in the position of this electron.

p = mv = (9.11  10-31 kg) (1  103 m/s) = 9.11  10-28 kg.m/s

p = p  0.001% = 9.11  10-33 kg m/s

x = h / p = 6.626  10-34 / (9.11 x 10-33 ) = 7.27  10-2 (m)

The speed of a bullet of mass of 0.01 kg is measured to be 1000 m/s to an accuracy of

0.001%. Find the uncertainty in the position of this bullet.

p = mv = (0.01 kg) (1  103 m/s) = 10 kg.m/s

p = p  0.001% = 1  10-4 kg m/s

x = h / p = 6.626  10-34 / (1  10-4 ) = 6.626  10-30 (m)
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M. Planck 
(1858-1947)

A. Einstein 
(1878-1955)

L. de Broglie 
(1892-1987)

P. Dirac 
(1902-1984)

E. Schrödinger 
(1887-1961)

W. Heisenberg 
(1901-1976)

N. Bohr 
(1885-1962)

W. Pauli 
(1900-1958)

M. Born 
(1882-1970) 12



① color

② greenhouse effect

③ electric resistance

13



1.3 Wavefunctions

A quantum mechanical system is described by its wavefunction, which is a function of the 

positions of all the particles in the system. The symbol ψ or Ψ is commonly used for the 

wavefunction.

Example: We can approximate the vibrational motion of a diatomic molecule by a harmonic 

oscillator with effective mass m, force constant k, and position x. For the lowest-energy state 

the wavefunction is

2

0 = exp
2

km
N x

 
  
 

where ℏ is Planck’s constant ℎ divided by 2π, and N is a constant. This wavefunction is 

real, but in general wavefunctions may be complex.

We shall see later how to obtain this wavefunction.

(1) 
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The wavefunction is a mathematical map of the system: it contains within itself information 

about everything that any experiment on the system can possibly measure. We have to do 

maths on the wave function to extract this information. The simplest information to obtain is 

the probability of finding the system at a particular position; this is proportional to the 

square of the wavefunction (or to its square modulus if complex).

For the harmonic oscillator ground-state wavefunction (1) this gives 

  *

0 0

2 2

d d

exp d

P x x x

km
N x x

 

 
   

 

for the probability of finding the particle between x and x + dx.

P(x) is called the probability density

15



we must have׬−∞
∞

𝑃 𝑥 d𝑥 = 1. To achieve this, we need

 
*

0 0

*

0 0

= d
d

P x x
x

 

 




This expression is simplified if ׬−∞
∞

𝜓0
∗𝜓0d𝑥 = 1. If this is true, the wavefunction is said to be normalised. 

We can achieve this by a suitable choice of the constant N. However N is arbitrary — it cancels out of the 

expression for P (x) — so normalisation is a convenience, not a necessity.

For 𝜓0 (eq. (1)), the normalisation condition is

2 2exp d 1
km

N x x




 
   
 



We get 𝑁2 𝜋ℏ

𝑘𝑚
= 1, and 𝑁 =

𝑘𝑚

𝜋ℏ

1/4

(3)

(2)
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The wavefunction ψ0 (eq. (1)) for the quantum harmonic oscillator is an example of a time-

independent wavefunction: it does not depend on the time t, and neither do any of the 

physical properties that can be predicted using it. Most of the wavefunctions that are used 

in chemistry are similarly time-independent. However, sometimes one needs to construct 

wave functions which do depend on the time.

If we measure the position, we can’t predict precisely what the result will be. The 

wavefunction ψ0 (x) only tells us the probability of finding any particular value x, through 

the probability density P(x) in eq. (3).

The measurement disturbs the system, so its wavefunction changes, but we can set it up 

again with the same wavefunction as before and repeat the measurement. We can take a 

whole series of measurements in this way, and must expect every one of them to be 

different.
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What is Ψ?

Ψ is a probability amplitude wave! | Ψ |2 tells us the probability of finding 

the particle at a given place at a given time.  Leads to indeterminancy in 

the fundamental laws of nature. 
M. Born

(1954)

• In CM (classical mechanics), the state of a system of N particles is specified totally by 

giving 3N spatial coordinates (Xi, Yi, Zi) and 3N velocity coordinates (Vxi, Vyi, Vzi).

• In QM, the wave function takes the form y(r, t) that depends on the coordinates of the 

particle and on the time. 
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The probability that the particle lies in the volume element dxdydz, located at r,

at time t.

To be generally normalized

1.4 The probability

dxdydztrtr ),(),(* 

2
1c d 







2

1
c

d 






1   ),(),(*   












dxdydztrtr 
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The average or expectation value 𝑥 of a large number of measurements of x is

     

   

   

2 *

0 0

*

0 0

*

0 0

d d

d
 =

d

x xP x x N x x x x

x x x x

x x x

 

 

 

 

 









  





(4)
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The mean position of an oscillator described by the wavefunction (1) is

  2 2d exp d 0
km

x xP x x N x x x
 

 

 
     

 
 

using the fact that ׬−∞
∞

𝑥exp −a𝑥2 d𝑥 = 0.

This is fairly obvious from the fact that the probability distribution is 

symmetrical about 𝑥 = 0 (an even function of x) so that the integrand is odd.
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1.6 Operators and measures

In general, to predict a property of the system, one must apply an operator to the 

wavefunction. Every observable physical quantity, such as position, energy or momentum, 

is described by an operator.

An operator is a mathematical instruction that converts one function into another. The 

simplest operator is the operator ො𝑥 which means ‘multiply the wavefunction by x’. This is 

the operator we have just been using to calculate the expectation value of the position and 

its uncertainty. A similar operator which is almost as simple is the potential energy operator 

෠𝑉, which means ‘multiply by the function 𝑉 (𝑥)’, i.e.

     V̂ x V x x 

If the system is a harmonic oscillator, then 𝑉 (𝑥) =
1

2
𝑘𝑥2, in which case

   21ˆ
2

V x kx x 
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Differential operators

Another type of operator is a differential operator.

For instance, the operator 
d
dx

changes the function sin x into the function cos x:

If a particle’s position is described by coordinates (x,y,z) then its momentum in the x

direction is described by the operator

(We have to use partial derivatives here because there are several coordinates.)

This equation is one of the fundamental postulates of quantum mechanics. It is by now 

universally accepted to be true because it leads to results that agree with experiment, with no 

measurable discrepancies in the 80+ years since it was first proposed.

d
sin cos

d
x x

x


ˆ
xp i

x


 


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Constructing operators

We almost always work with momentum in quantum mechanics rather than velocity.

The rules for constructing the operator corresponding to a physical quantity are as follows:

• Write the expression for the physical quantity in terms of position and momentum 

variables.

• All position variables remain unchanged.

• A momentum in the direction of the coordinate q is replaced by the operator −𝑖ℏ𝜕/𝜕𝑞.

The last rule applies to angular coordinates as well as Cartesian ones.

For example, rotation about the z axis can be described using the spherical polar coordinate 

𝜑, and then the angular momentum about the z axis is described by the operator −𝑖ℏ
𝜕

𝜕𝜑
.
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Mechanical quantities and their Operators

To every physical observable there corresponds a linear Hermitian operator. To find this

operator, write down the classical-mechanical expression for the observable in terms of

Cartesian coordinates and corresponding linear-momentum components, and then replace

each coordinate x by the operator x. and each momentum component px by the operator -

iћ/x.

Mechanical quantities Methematical Operator

X

Px

T = p2/2m

V

E = T+V

xx̂ 

xx2
-p̂









 i

ih



2

2

2

2

2

2

2

2

2

2

2

m8
-)

z
 

y
 

x
(

m8
-T̂ 


















hh

VV̂ 

V̂  )
z

 
y

 
x

(
m8

- Ĥ
2

2

2

2

2

2

2

2



















h
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Expectation values for general operators

In quantum mechanics the expectation value of a quantity Q is calculated by the formula

where ෠𝑄 is the operator corresponding to Q, and ׬… 𝑑𝜏 is a conventional notation meaning 

that we integrate over all variables and over all space.

The order of the factors in the numerator is important: operators work to the right only, so in 

this case ෠𝑄 operates only on ψ, not on ψ∗. This makes no difference when the operator just 

multiplies the function, but for differential operators it is crucial.

Notice that 𝑄 is the same for the function cψ as it is for ψ, where c is any number (possibly 

complex). ψ and cψ are the same as far as any physical predictions are concerned. As we have 

seen, it is usually convenient to normalize the wavefunction, i.e. to choose c so that 

𝜓׬ ∗ 𝜓𝑑𝜏 = 1. For a normalized wavefunction,

*

*

ˆ d
=

d

Q
Q

  

  





* ˆ= dQ Q  
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Eigenfunctions and eigenvalues

Suppose that we have an operator ෠𝑄 representing some measurable physical quantity, and a 
wavefunction ψq that satisfies the following equation:

where q is just a number (with the appropriate dimensions).

Let’s calculate the uncertainty ∆Q for this wavefunction. We need

(remember that q is just a number) and then

So the uncertainty is zero. This means that whenever we measure Q for a state with the 

wavefunction ψq, we always get the answer q.

ˆ
q qQ q 

* *

* *

* 2 * 2

2 2

* *

ˆ d d
=

d d

ˆ d d
=

d d

q q q q

q q q q

q q q q

q q q q

Q q
Q q

Q q
Q q

     

     

     

     

 

 

 

 

 

 

 
22 2 2 2 0Q Q Q q q     
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A measurement of the property 𝑄 must be give a result that is one of the eigenvalues of the 

operator ෠𝑄.

If the state function happens to be an eigenfunction of ෠𝑄 with eigenvalue q,  we are 

certain to get q.
* ˆ= d  



 q qq Q

If the state function is NOT one of the eigenfunctions of ෠𝑄,  we will get average value of the 

physical observable.

*ˆ ˆ = = q Q Q d  




2
2ˆ ˆ  Q Q Q  

The uncertainty is not zero
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Uncertainty in position

 

   

   

 

 

 

2 2

* 2

0 0

*

0 0

2 2

2

d

d
 =

d

exp d

exp d

1/ 2 / 1

2/ 2

x x P x x

x x x x

x x x

x ax x

ax x

a a

aa km

 

 
































  











 
2 22 2x x x x x    

with 𝑎 = 𝑘𝑚/ℏ

1/4
2 / 4x km    

The uncertainty ∆x in x is defined by 

For the wavefunction ψ0 (oscillator), we know that 𝑥 = 0 . For 𝑥2 we have
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• For mass 100g and force constant 6 N m−1, ∆x ≈ 8×10−8Å.

This system would oscillate at about 1 Hz.

• For a diatomic molecule with (reduced) mass 1amu and force constant 600 N m−1, ∆x 

≈ 0.07Å.

Notice that the uncertainty in the position of the macroscopic object is much smaller in 

absolute terms, not just in relative terms.

1/4
2 / 4x km    
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The Heisenberg uncertainty principle

Uncertainty is a fundamental aspect of quantum mechanics, expressed in its simplest 

form by Heisenberg’s uncertainty principle for position and momentum.

If x is a position coordinate and px is the corresponding momentum (formally, the 

‘momentum conjugate to x’, in the jargon), then the uncertainties in x and px satisfy the 

inequality

Note that this relationship has nothing to do with experimental error; it is a  fundamental 

feature of the theory. It tells us that, even in an ideal experiment, it is impossible to 

measure both the momentum and the position of a particle precisely.

Why?

1

2
xx p  

ˆ ˆ [ ,  ] 0xx p 
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1.7 The time-independent Schrödinger equation

It is an eigenvalue equation. The wavefunction ψq is an eigenfunction, and q is the 

corresponding eigenvalue.

For which operators does a wave function satisfy an eigenvalue equation? In general this is 

not an easy question to answer and depends on the system. We will meet various examples in 

the following lectures. However, there is one operator of which the (time-independent) wave 

function ψ is always an eigenfunction. This is the total energy operator, which is called the 

Hamiltonian, and has the symbol H. The resulting eigenvalue equation is

which is the time-independent Schrödinger equation. This is the central equation of quantum 

chemistry, because solving it allows us to calculate ψ. Because ψ is an eigenfunction of H, we 

know that an experiment can measure the energy E precisely, with zero uncertainty. H is the 

sum of the kinetic and potential energy operators ෠𝑇 and ෠𝑉:

ˆ
q qQ q 

H E 

ˆ ˆH T V 
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We can not derive or prove Schrödinger equation

Quantum mechanics    =>    Classical mechanics

Microscopic                    Macroscopic

• Macroscopic matter - Matter is particulate, energy varies continuously. The motion 

of a group of particles can be predicted knowing their positions, their velocities and 

the forces acting between them.         

• Microscopic particles - microscopic particles such as electrons exhibit a wave-

particle “duality”, showing both particle-like and wave-like characteristics. The 

energy level is discrete. …
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Example: the harmonic oscillator Hamiltonian

As an example we can construct the Hamiltonian for the harmonic oscillator.

The kinetic energy 𝑇 =
1

2
𝑚𝑣2 needs to be written in terms of the momentum 𝑝𝑥 = 𝑚𝑣, i.e. 

as 𝑝𝑥
2/2𝑚. The potential energy for a harmonic oscillator is 𝑉 =

1

2
𝑘𝑥2 . Replacing x and px

by their operators gives

and therefore

Substituting ො𝑥 = 𝑥 and Ƹ𝑝𝑥 = −𝑖ℏ𝑑/𝑑𝑥 , yields

Hence the Schrödinger equation of a harmonic oscillator is

21ˆ ˆ
2

xT p
m

 21ˆ ˆ
2

V kx

2 21 1
ˆ ˆ

2 2
xH p kx

m
 

2 2
2

2

d 1

2 d 2
H kx

m x
  

2 2
2

2

d 1

2 d 2
kx E

m x
    
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Time-dependent wavefunctions

So far we have discussed time-independent wavefunctions ψ, which yieldobservables that are 

independent of time. Almost all of the wavefunctions you will encounter in chemistry are of 

this type, but it is useful to know that there exists a more general type of time-dependent wave 

function, which we will write Ψ(x, t). These functions satisfy the time-dependent version of 

the Schrödinger equation:

If the Hamiltonian is independent of time, then there exists a special class of solutions of the 

form,

where ψ(x) is the time-independent wave function. 

 ,H x t i
t


 



    /, e iEtx t x  

(*)
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( , ) ( )V x t V x

2 2

2

( , ) ( , )
( ) ( , )

2

  
    

 

x t x t
V x x t

i t m x

If

( )

( )
 

df t iE
dt

f t

( , ) ( ) ( ) x t f t x

( , ) ( )
( )






x t df t
x

t dt
2 2

2 2

( , ) ( )
( )

 




x t d x
f t

x dx

2 2

2

( ) ( )
( ) ( ) ( ) ( ) ( )

2


    

df t d x
x f t V x f t x

i dt m dx

2 2

2

1 ( ) ( )
( ) ( ) ( )

( ) 2


    

df t d x
x V x x

i f t dt m dx

2 2

2

( )
( ) ( ) ( )

2


   

d x
V x x E x

m dx

( )



iEt

f t e

( , ) ( )


 
iEt

x t e x
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For the wavefunction Ψ = 𝜓(𝑥)e−𝑖𝐸𝑡/ℏ the expectation value of any operator which 

doesn’t itself depend on the time takes the form

so the time-dependence cancels out and the expectation value is independent of time. Such 

a wavefunction is called a stationary state, and these are the states that one usually meets 

in chemistry. We usually ignore the time-dependence contained in exp −𝑖𝐸𝑡/ℏ , and 

consider just the time-independent wavefunction 𝜓(𝑥), which satisfies the time-

independent Schrödinger equation.

Note, however, that there are more general time-dependent wave functions, in which the 

observables do depend on time.

   

   

*
* / / *

** */ /

ˆ ˆ ˆd e e d d
= =  =

d de e d

iEt iEt

iEt iEt

Q Q Q
Q

      

     

 

 

 

 

  

 

Stationary states
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Continuity

The kinetic energy T involves the square of the momentum, which becomes a second 

derivative in operator form. The wavefunction has to satisfy the Schrödinger equation

ψ remains finite (remember that it describes the probability density) so if V is finite then ෠𝑉ψ

is finite. Therefore ෠𝑇ψ must remain finite. This means that ψ and its first derivative must be 

continuous.

If V becomes infinite, and ψ is nonzero, then it is possible (in fact necessary) for ෠𝑇ψ to be 

infinite also, which means that there is a discontinuity in the derivative of ψ. However ψ

itself must still be continuous.

ˆ ˆH T V E     

38



1.8 Discussions for the Schrödinger equation

The time-independent Schrödinger equation is an equation for the second derivative of the 

wavefunction, which we can interpret informally as its curvature.

(a) The curvature of the wavefunction

 
2

2 2

2d m
V x E

dx


   

if E < Vmin, then ψ’’ and ψ always have the same sign: If ψ is positive (negative), then ψ’’ is also 

positive(negative). This means that ψ always curves away from the axis. However, it has got to go to zero as 

x→−∞ (else it would not be normalizable). At some point it’s got to depart from zero (if it doesn’t, it’s going to 

be identically zero everywhere), in the positive direction. At this point its slope is positive, and increasing, so ψ 

gets bigger and bigger as x increases. It can’t ever “turn over” and head back toward the axis, because that 

would require a negative second derivative—it always has to bend away from the axis. By the same token, if it 

starts out heading negative, it just runs more and more negative. In neither case is there any way for it to come 

back to zero, as it must (at x→∞) in order to be normalizable.
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(b) The emergence of quantization

The Schrödinger equation, being a differential equation, has an infinite number

of solutions. It has mathematically acceptable solutions for any value of E.

However, the Born interpretation imposes restrictions on the solutions. When the system has 

boundaries that confine the particle to a finite region, almost all the solutions are 

unacceptable: acceptable solutions occur only for special values of E. That is, energy 

quantization is a consequence of boundary conditions.
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(3) Superposition Principle

Mathematically, superposition principle means, if you linearly combine any number of 

solutions of an equation then the linear combination is itself a solution. The basic equation 

of quantum mechanics is Schrödinger equation, which is a linear differential equation, so 

its solutions obey superposition principle

A statefunction (Ψ) can be expanded as a linear combination of the normalized eigenstates

(n) of a particular operator that constitute a basis of the space occupied by Ψ. For the 

discrete case:
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Expectation Value

As an example, consider the expectation value of energy <E> for a discrete system is in 

state Ψ. The normalized eigenfunctions of energy are n and the eigenvalues are En. The 

expectation (average) value is the sum:

where |bn|
2 is the absolute value of the coefficients of expansion that are given above. This 

is just the weighted average of the possible values of the observable E.

Probability of Measurement

From the definition of the expectation value <E>

or the probability of obtaining En, when the energy of the system (in the state Y ) is 

measured, is equal to |bn|
2. Note that since the eigenstates jn are normalized,

we get,
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The Double-Slit Experiment

Electrons are fired at the screen. Here, some kind of 

detector is behind the screen and records the impact 

(intensity) of the electrons. First slit one is closed, then slit 

two. The results are illustrated in (a) and (b) respectively. 

The intensity for the electron passing through the first slot 

is I1 and the intensity for the electron passing through the 

second is I2. The result with both slits open is shown in (c), 

where an interference pattern is observed.

for which the intensity is given by I = |  | 2 I1 = | 1 | 2 I2 = | 2 | 2

The resultant wavefunction  = 1 + 2
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The superposition principle gives the resultant wavefunction for both slots being opened. 

Until a measurement is made, the system is "in" all possible states. Here, the possible states 

are the electron going through slot one (1) and the electron going through slot two (2 ).

The corresponding intensity is,

I = | 1 + 2 | 2

I = | 1 + 2 | 2 = I1 + I2 + Re ( 1
* 2 ) +Re ( 1 2

* )

The final term is called the "interference term." This results in the oscillation pattern in (c).

The superposition of states thus explains the quantum interference pattern. When both slits 

are open, the description of the system is the superposition of the states when each slot is 

opened individually (i.e.,  = 1 + 2 ) and it is just this superposition that accounts for 

the interference. This is true until one tries to determine which path is taken by an electron, 

after which the state of the system collapses. 
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